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A (very quick) conceptual introduction to 
supervised machine learning



3

Features Targets

age gender Top_genre Avg_app_time

13-17 M pop 190

13-17 M rb 12

18-24 F jazz 34

55-64 M rb 98

45-54 O punk 12

13-17 F rock 14

13-17 F pop 17

18-24 F pop 87

65+ M electronic 91

45-54 O edm 367

… … ... …

like_ke$ha

0

1

1

0

1

1

0

0

0

1

…

Goal
Predict “like_ke$ha” from data
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Features Targets

age gender Top_genre Avg_app_time

13-17 M pop 190

13-17 M rb 12

18-24 F jazz 34

55-64 M rb 98

45-54 O punk 12

13-17 F rock 14

13-17 F pop 17

18-24 F pop 87

65+ M electronic 91

45-54 O edm 367

… … ... …

like_ke$ha

0

1

1

0

1

1

0

0

0

1

…

Model

Goal
Predict “like_ke$ha” from data
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Unknown Example Prediction

Model

Desiderata
Needs to “work well” for any input 

(previously seen or not)

age gender Top_genre Avg_app_time

18-24 O electronic 27
like_ke$ha

0
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Learning 
Algorithm

Model Predictions

COMPARE!

Data

Training
Data

Testing
Data

COMPARE!Supervised ML Pipeline
Two Algorithms here:

1. Learning Algorithm
2. Model = Learned Algorithm



Problem Formulation
Construct Validity and 

Poor Proxies
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Criminals Arrested 
IndividualsOperationalizing a concept with a 

proxy may not faithfully measure 
the phenomenon of interest.
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Input Data
Systematic Issues in 

Underlying Data 
Collection
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𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
=

𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 + 𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

≥

𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
≥

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 & 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶



Input Data
Systematic Issues in 

Underlying Data 
Collection
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Total Crime

Observed Crime

Reported & 
Observed Crime

Real Datasets Live Here

“Data science tools” cannot allow us to generalize to 
this level (absent major additional assumptions)

This is math, not magic.





Evaluation Metrics
How do we assess the 

“correctness” of a 
model?
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1 0

1 50 50

0 50 850

Predicted

Actual
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“correctness” of a 
model?
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1 0

1 50 50

0 50 850

Predicted

Actual

Accuracy = Percentage correct 
= (50 + 850) / (1000) 

= 90%
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1 0

1 0 100

0 0 900

Predicted

Actual



Evaluation Metrics
How do we assess the 

“correctness” of a 
model?
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1 0

1 0 100

0 0 900

Predicted

Actual

Accuracy = Percentage correct
= (0 + 900) / (1000) 

= 90%



Evaluation Metrics
How do we assess the 

“correctness” of a 
model?
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1 0

1 0 100

0 0 900

Predicted

Actual

But this model is practically useless 
because it never predicts 1!

It always just predicts 0



Evaluation Metrics
How do we assess the 

“correctness” of a 
model?
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1 0

1 TP FN

0 FP TN

Predicted

Actual

Error types matter! 
Accuracy alone can paint 
with too broad a brush.
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The Role of Thresholds
For certain technologies, 
thresholds are needed to 

make categorical decisions

0% 100%

Internal 
Mechanics

Categorical 
Translation

Yes No 
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Image/Video

Face 
Identification Face Alignment Feature 

Processing
Matching/

Identification

Database of 
Enrolled Users

The Role of Thresholds
For certain technologies, 
thresholds are needed to 

make categorical decisions

An Example Facial Recognition Pipeline
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Confidence 
Level 

(Score)

Match 

Non-Match 

Database of 
Enrolled Users

Matching/
Identification

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 ≥ 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 < 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇

The Role of Thresholds
For certain technologies, 
thresholds are needed to 

make categorical decisions

These thresholds are policy 
decisions that tradeoff error 

types – they do not make 
the tech any smarter or 

dumber.



Discrimination Without 
Explicit Programming

The fallacy of 
“fairness through 

unawareness”
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Ignoring a sensitive attribute 
does not guarantee a model 

won’t learn it through 
correlated features.

Learning 
Algorithm

Model 
that 

learned X

Training
Data w/o 
sensitive 

attribute X
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Moral of the Story
Machine learning systems are fragile 

representations of the world they model
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