


recently testified before Congress on the subject. I serve as a technical expert to defense attorneys 

and journalists on police use of face recognition. 

3. The following information contains matters of fact that are based on my aforementioned

research and are true to the best of my knowledge. Any opinions stated in this affidavit reflect 

opinions based on this research. 

4. Law enforcement face recognition searches involve a number of human decision points,

each of which introduces the possibility for subjectivity and cognitive bias. Depending on the 

choices made by an agent at each step, the results of the face recognition system may vary, 

producing different identification evidence. In order to understand the reliability of an identification 

produced by a face recognition search, therefore, it is vital to understand what happens during each 

of these steps. Since the reliability of the identification of the defendant as the subject of the search 

speaks directly to the defendant's guilt or innocence, information about each of these steps must be 

disclosed during discovery to ensure the defendant is afforded due process. 

5. The following steps �ake pla�e during a law enforcement face recognition search at various

points in time: I) selecting which probe photo (the image of the unknown subject of the search) to 

use; 2) selecting the face recognition database to search against; 3) editing the probe photo prior to 

search; 4) selecting the algorithm to perform the search; 5) interpreting the results of the algorithm; 

and 6) confirming-the identification made by the face recognition algorithm through further 

investigation. The remainder of the affidavit is organized around these steps. 

Selecting the probe photo 

6. The accuracy of face recognition systems is in large part determined by the quality and

contents of the probe photo submitted to the algorithm. The probe photo is the photo of the 

unknown subject that law enforcement is seeking to identify. The less information the probe photo 
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11. When sourced from photos of different people, these edits will add identity evidence of

another person into the subject's biometric template. The algorithm has no way to know which 

evidence belongs to the true subject of the search and which belongs to the person not being sought 

by the investigation. This practice effectively presents to the algorithm an intentionally mixed 

biometric sample. 

Selecting the algorithm 

12. The face recognition algorithms used by law enforcement agencies are typically developed

by private companies, each with their own team of designers and trained on different datasets. As a 

result, face recognition systems perform differently depending on the make and model of the 

algorithm used. Law enforcement agencies who run multiple algorithms simultaneously with each 

search have reported receiving different results from each algorithm, such as different confidence 

levels assigned to the matches returned or different matches returned altogether. This is also 

evidenced in the public testing conducted by the National Institute of Standards and Technology 

(NIST), which demonstrates that some algorithms perform more accurately than others. This means 

that the make and.model of the algorithm used in a given investigation can directly influence the 

accuracy of the identification. 

13. The same algorithm may also perform at different levels of accuracy depending on the age,

race, and gender of the person being searched. Algorithms commercially available to law 

enforcement agencies may produce less reliable results on subjects with very dark skin, women, and 

young people, producing higher false non-match rates.(missed identifications). The accuracy of

many algorithms also declines when there is an age gap of six or more years between the probe 

photo and the database photo. 
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Interpreting the results of the algorithm 

14. Face recognition systems used by U.S. law enforcement agencies typically produce a list of

possible candidates, not just a single match result, to be reviewed by an agent or analyst running the 

search. These candidate lists vary in length depending on the presets chosen by a given agency, but 

may contain as many as a few hundred possible candidates. The New York Police Department 

(NYPD) face recognition system, for example, produces a list of200 or more possible matches. 

Candidate lists are typically presented in rank order, beginning with the candidate that the algorithm 

detennines is the most likely match. The match candidates may or may not be presented with a 

corresponding confidence score produced by the algorithm, also depending on a given agency's 

presets. Confidence scores may be presented as a percentage (e.g. "Match 96.03%), a whole number 

out of an unknown total ( e.g. "535.000"), or some other metric or notation such as a decimal, a star 

ranking system, or a function of a logarithmic regression model. 

15. The confidence score indicates the algorithm's certainty in the match, not the likelihood that

the match is or is not correct. For example, a confidence score of 99% accompanying the 

defendant's photo does not mean there is a 99% chance the defendant is the subject and a 1 % 

chance he or she is not. It merely means the algorithm has a 99% confdence in the similarities 

_ between the two photos, given the limitations of the algorithm's design and training, the e"'.idence 

available for analysis in the probe photo, any infonnation added to the probe photo during the 

editing process, and the contents of the database the algorithm runs against. 

16. The face recognition candidate list contains evidence that the algorithm may have

detennined that someone else looked similar to the subject of the search, or in fact more like the 

subject than the defendant. For example, documents from one police department indicate that a 

subject investigated and ultimately charged was displayed at rank #319, meaning the algorithm 
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