
Facial Recognition Primer

What is facial recognition technology?

Law enforcement agencies use facial recognition technology (FRT) to assist in identifying unknown people — suspects, victims, 
witnesses, and others — captured on video or in photos.1 These systems employ pattern recognition algorithms, computer programs 
that are trained to analyze and evaluate the similarity of features present in facial photographs.2 When fed a “probe” photo or video, 
the system first detects whether there is a face in the frame. Next, it creates a “face template” or feature vector, a mathematical 
representation of that face. Finally, it compares that template to facial templates on file in the database(s) it is paired with, which 
may be booking photos, driver’s licenses, visa and passport photos, or databases compiled by private companies from other sources 
such as the internet.3 When used in criminal investigations, this technology is paired with a number of steps conducted by an officer 
or analyst which may include: selecting a video still to search; choosing the database to be searched; editing the probe image; and 
reviewing the “candidate list” produced by the algorithm.4 

What does police facial recognition look like? 

It is a widespread investigative tool. Facial recognition has become a routine investigative technique, used in hundreds of 
thousands of cases.5 The earliest systems were implemented in 2001; by 2016 more than one quarter of the 15,000 U.S. police departments 
had access to a FRT system.6 At least thirty-one states allow police officers to run or request facial recognition searches of driver’s license 
photos, and many more systems run against mugshot databases.7 FRT company Clearview AI has additionally amassed a database of 
more than thirty billion images from various internet sources, with the goal of reaching 100 billion images by the end of 2023.8 

Its reliability has not been established. As used in criminal investigations, facial recognition is a “subjective feature 
comparison method” — a series of steps used to determine whether an evidentiary sample (in this case a face photo or video) 
can be associated with a particular source (i.e., a specific person) based on similarities between the sample and the source.9 To be 
considered scientifically valid, this type of method must be subject to empirical testing that a) establishes estimated error rates for 
the technique and b) reflects how it is used in real-world investigations.10 To date, no study has yet evaluated and established error 
rates for how a typical or representative sample of investigative facial recognition searches are run.11 

It is a series of subjective, unconstrained steps. As used in criminal investigations, facial recognition searches comprise a 
series of human and machine steps, each of which introduces variability in quality and the possibility of error. These include:12 

•  Sourcing the probe image. The quality of the 
probe image or video will affect the reliability of the 
search. There are currently no national requirements 
prescribing minimum photo quality standards.13

•  Selecting the database. Facial recognition can 
only identify faces in its database — if the search 
subject is not enrolled, the resulting “matches” will all 
be misidentifications. Database size impacts accuracy 
as well; larger databases mean more possible correct 
matches enrolled but also a higher likelihood of the 

“doppelgänger” effect leading to the wrong person 
ultimately selected as a match.14

•  Photo editing. Many systems allow officers to edit the 
probe image, ranging from simple cropping and color 
correction to more invasive Photoshopping. Photo editing 
will impact the reliability of the search in unpredictable ways.15

•  Algorithmic search. Facial recognition algorithms vary 
by quality; the make and model of the algorithm used will 
impact the accuracy of the search. Many algorithms also 



perform differently depending on the age, race, and sex of the 
person being searched, with some algorithms performing 
worse on young faces, women, and darker skin tones.16 

•  Candidate review. The system produces a list of 
possible matches for a person to review. This “human 

in the loop” is supposed to provide a check against 
any misidentification risk introduced by the algorithm. 
However, there are no nationally required training 
standards or guardrails against poor performance, 
cognitive bias, or other sources of human error.17

It is an “investigative lead” that leads to arrests. Most agencies consider FRT matches investigative leads only, not 
positive identification or probable cause to make an arrest. How much additional evidence needs to be collected, however, and the 
quality and independence of that evidence, is rarely defined. In fact, there have been many cases where an FRT match was the sole, 
or primary, piece of identification evidence. A “possible match” might be paired with a non-witness officer review of the match, a 
confirmatory ID by another officer, or a single-photo array presented to an eyewitness. The witness might additionally know that 
FRT was used, influencing their belief in the reliability of the possible match.18 

At least six people have been wrongfully arrested because of an FRT misidentification.19 Others may have taken plea deals or been 
convicted of crimes they did not commit without ever being informed FRT was an element of the case against them.

Potential legal arguments. FRT is not typically introduced as identity evidence in court by the government but has nonetheless 
led to an unknown number of people arrested and charged through its use as an investigative lead. Defense attorneys should 
consider the following ways to gather more information and challenge the use of FRT in their case: 

1.  Discovery. If facial recognition is referenced as part of an investigation, defense counsel 
should consider requesting detailed discovery about how the search was conducted, 
looking for indicia of unreliability in each of the search process steps such as low-quality 
images, editing, or lack of training.20 Even if FRT isn’t expressly mentioned, if a) identity is 
at issue, b) there is a photo or video of the suspect, and c) there isn’t a clear explanation 
of how the identification occurred, consider filing an FRT discovery motion to shift the 
burden of explaining an otherwise unclear identification process onto the government. 

2.  Brady. Because of the risk of error present in a given facial recognition search, defense 
counsel should argue that information pertaining to the search is Brady material under 
the theory of negating guilt. FRT is also information relevant to impeaching a witness 
— both the facial recognition algorithm and the system operator perform functions 
analogous to that of an eyewitness or a forensic expert, producing material that should 
be disclosed under Brady regardless of whether it is requested.21 

 a.  In 2023, a New Jersey appellate court held that the 
defendant was entitled to discovery, finding that the 
defense provided “convincing evidence of FRT’s novelty, 
the human agency involved in generating images, and 
the fact FRT’s veracity has not been tested or found 
reliable on an evidential basis by any New Jersey court.”22

3.  Reliability and suppression. Defense counsel should consider filing motions for 
a reliability hearing and to suppress an FRT identification procedure on the grounds 
that it is unreliable, unduly suggestive, or otherwise prone to misidentification. This is 
particularly true if the facial recognition search provided the sole, or primary, basis for 
probable cause despite what the arrest or search warrant affidavit states, or if the witness 
had reason to know that FRT was used, such as when the witness is an officer.23 

Additional Resources

•  New Jersey v. Arteaga, No. A-3078-
21T1 (Sup. Ct. N.J. 2023), https://
w w w. n a c d l . o r g / D o c u m e n t /
New-Jersey-v-Arteaga-Appellate-
Decision; Brief of Amici Curiae 
EPIC, EFF, and NACDL in New Jersey 
v. Arteaga, https://www.nacdl.org/
brief/New-Jersey-v-Arteaga. 

•  Clare Garvie, What Defense 
Counsel Should Know About 
Facial Recognition Technology, 
The Champion (June 2023), https://
w w w. n a c d l . o r g / D o c u m e n t /
What-Defense-Counsel-Should-
Know-About-Facial-Reco. 

•  Kaitlin Jackson, Challenging 
Facial Recognition Software in 
Criminal Court, The Champion (July 
2019), https://www.nacdl.org/
getattachment/548c697c-fd8e-
4b8d-b4c3-2540336fad94/. 

•  Clare Garvie, A Forensic Without 
the Science: Face Recognition 
in U.S. Criminal Investigations, 
GeorGeTown Law CenTer on privaCy 
& TeChnoLoGy (Dec. 2022), http://
forensicwithoutscience.org/.

https://www.nacdl.org/Document/New-Jersey-v-Arteaga-Appellate-Decision
https://www.nacdl.org/Document/New-Jersey-v-Arteaga-Appellate-Decision
https://www.nacdl.org/Document/New-Jersey-v-Arteaga-Appellate-Decision
https://www.nacdl.org/Document/New-Jersey-v-Arteaga-Appellate-Decision
https://www.nacdl.org/brief/New-Jersey-v-Arteaga
https://www.nacdl.org/brief/New-Jersey-v-Arteaga
https://www.nacdl.org/Document/What-Defense-Counsel-Should-Know-About-Facial-Reco
https://www.nacdl.org/Document/What-Defense-Counsel-Should-Know-About-Facial-Reco
https://www.nacdl.org/Document/What-Defense-Counsel-Should-Know-About-Facial-Reco
https://www.nacdl.org/Document/What-Defense-Counsel-Should-Know-About-Facial-Reco
https://www.nacdl.org/getattachment/548c697c-fd8e-4b8d-b4c3-2540336fad94/
https://www.nacdl.org/getattachment/548c697c-fd8e-4b8d-b4c3-2540336fad94/
https://www.nacdl.org/getattachment/548c697c-fd8e-4b8d-b4c3-2540336fad94/
http://forensicwithoutscience.org/
http://forensicwithoutscience.org/


4.  Admissibility. FRT is rarely, if ever, introduced directly as identity evidence in court, and courts generally assume it has not 
reached the level of scientific reliability to allow this to happen.24 However it has been referenced as an element of the identity 
procedure in officer in-court testimony.25 Therefore, defense counsel should be prepared to argue that the facial recognition 
search process as a whole, for the reasons outlined above, is not a reliable identification procedure that meets the standard 
required for in-court admission of scientific evidence under the Daubert or Frye standards.26 

5.  State laws. Several states have passed laws governing the use of FRT by law enforcement. Check the fact pattern of your case 
against any relevant state laws for restrictions, inconstancies, required disclosures, and documents that should be discoverable.27
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