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While the idea of police officers sitting around 
computers inputting pictures into facial 
recognition software may sound futuristic,  

it is already happening. If an image of a perpetrator 
exists on a cellphone camera, video surveillance, body 
camera footage, social media or any other recording, law 
enforcement can use facial recognition to attempt to link 
the person in the photo to an identity. 

Federal agencies and high profile investigations are 
not the only places where facial recognition software 
(“FRS”) is being used. State and local law enforcement 
agencies employ FRS in investigations that range from 
serious to relatively mundane. FRS has been used to pin-
point suspects in cases as routine as drug sales,1 petty 
theft,2 robbery, and identity theft.3  

 

How Does Facial Recognition Work? 

FRS works by comparing faces in two photos and 
making a determination about whether it is the same 
person in each photo.4 In criminal cases the police 

input a “probe photo” of the person believed to be the 
true perpetrator into the software. The probe photo 
can come from any source that records photos or 
video. The software compares the probe photo to a 
database of images of known people. In some jurisdic-
tions the database of known people is limited to mug 
shots, but others include civilian photos from the 
Department of Motor Vehicles.5 

In the criminal context the software has two dif-
ferent functions — face verification and face identifi-
cation.6 In face verification, police use FRS to confirm 
that apprehended suspects are who they say they are. 
In face identification, FRS is used to link a photo of an 
unknown person to an identity. The technology is not 
yet advanced enough to “match” a photo of an 
unknown person to an identity. Instead, the software 
produces a number of “possible match candidates.”7 A 
police officer (sometimes with special training and 
sometimes not) reviews the possible matches and 
compares them to the probe photo. It is that person, 
not a computer, who makes the final decision about 
the identity of the person in the probe photo.8 

In limited circumstances face verification is used as 
evidence in court.9 Face identification is not. Because the 
technology cannot actually “match” a photo to an iden-
tity and has other accuracy problems, it is not accepted 
as scientifically reliable (though that may change in the 
future).10 Right now, face identification software is used 
to develop investigatory leads. It is not evidence that is 
admissible in court.11 Consequently, the use of FRS is not 
always disclosed to the defense. It is this type of FRS case 
— face identification — that defense attorneys should be 
looking for and challenging. 
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Facial recognition  
software has limitations. 

It is not necessary to deeply under-
stand the technology to raise a legal chal-
lenge to its use. But it is important that 
defense attorneys are familiar with its 
basic limitations. The overall accuracy of 
FRS is disputed.12 However, for reference, 
fingerprint recognition is broadly accept-
ed as a more accurate forensic discipline 
than face recognition.13 The state of the 
art FRS run on a curated set of images 
only performs in the same range as 
trained human facial examiners.14 It is 
hard to say what this means in terms of 
accuracy in the field because, in the real 
world, conditions are often not ideal and 
law enforcement may not be using state 
of the art programs. Further, no rules 
govern what types of edits law enforce-
ment is permitted to make to photos 
before running them through FRS.15 

The quality of the software’s output 
is directly related to the quality of the 
probe photo. When the quality of the 
probe photo is high, the software will 
produce better results than when the 
quality of the probe photo is low.16 
Similarly, to perform optimally, FRS pro-
grams prefer that the images being com-
pared have a similar orientation (i.e., 
both faces should be looking at the cam-
era).17 Because the probe photos in crim-
inal cases come from sources like surveil-
lance video, the probe photos are often 
not front-facing high resolution images.18 
In order to address the problem of low 
quality images, some law enforcement 
agencies permit substantial editing of 
probe photos. These edits can be as 
extreme as replacing facial features from 
the probe photo with features from stock 
images (such as replacing closed eyes with 
open ones, or an open mouth with a 
closed one).19 In one case in New York, 
law enforcement went so far as to substi-
tute a high quality image of Woody 
Harrelson for a low quality probe photo 
of a perpetrator who police thought 
looked like Woody Harrelson.20 Another 
technique law enforcement officers use 
on probe photos is reorientation of the 
face so that it is front-facing by “mirror-
ing” the portion of the face that is visible, 
and digitally approximating what the 
other side of the face would look like.21 
The more editing that is done to a probe 
photos, the less reliable the results will be. 

Even when the original probe pho-
tos come in the form that FRS prefers, 
the software performs consistently better 
for certain populations than for others. 
For example, facial recognition algo-
rithms are less accurate at identifying 
women, young people, and African 

Americans.22 The accuracy of FRS drops 
off substantially for certain populations 
even in tasks simpler than face recogni-
tion. For example, FRS misclassifies the 
sex of dark-skinned women as often as a 
third of the time.23 

Another challenge for FRS pro-
grams is that faces change, which is not 
true for fingerprints or DNA. Glasses, 
makeup, expression, and hairstyle can all 
fundamentally affect the way a face 
looks.24 While human eyes can look at 
pictures of someone facing different 
directions, with varying expressions or 
at different ages, and effortlessly recog-
nize that it is the same person, machines 
notoriously struggle with that task.25 

Courts are sometimes deferential to 
evidence that comes from computers. It 
is important for defense attorneys to be 
aware that while machines are incredibly 

good at some tasks, there are categories 
of tasks for which machines are less pro-
ficient than humans. Recognizing faces is 
a mix of the types of tasks that machines 
are traditionally good at, and the types of 
tasks that machines struggle with. For 
example, computers can compare huge 
databases of faces at a speed no human 
can equal. On the other hand, humans 
can easily recognize a person in a video 
who is moving, a task even the most 
advanced computers do not do well.26 

 

How Do Defense  
Lawyers Recognize a  
Facial Recognition Case? 

A more appropriate title for this 
section is “how to recognize cases 
where facial recognition was used in a 
way that can be challenged in criminal 
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court.” FRS is used in myriad ways, 
many of which — like face verification 
— are ripe for civil legal challenges. A 
narrower set of cases lend themselves 
to criminal challenges. Those are cases 
where there is a viable argument that 
the use of facial recognition con-
tributed to an arrest without probable 
cause or an arrest of the wrong person. 
These are the cases defense lawyers 
should try to isolate. 

The first hurdle to an effective chal-
lenge is recognizing the cases in which 
FRS was used. Because police use FRS 
exclusively as an investigative tool in the 
face identification context, the state 
might not disclose its use to the defense. 

FRS is used (and concealed) this 
way: Police use FRS to zero in on a sus-
pect. Once they have a suspect, law 
enforcement does additional investiga-
tion to collect other incriminating evi-
dence (sometimes compelling and 
sometimes not) against the suspect. 
Often, but not always, the additional 
investigation will include putting the 
suspect in an identification procedure 
for a human witness to identify. 

The police and prosecution then 
rely on the other incriminating evidence 
when drafting the charging documents. 
By the time the defense attorney enters 
her notice of appearance, the use of FRS 

may be so deeply buried that, unless the 
attorney knows to look for it, she may 
never discover it was used at all. 

There is no guaranteed test to iso-
late cases in which the police used FRS. 
But there are features that defense 
attorneys can look for in their cases to 
spot likely candidates. Figure 1 contains 
a list of four questions. If the answer is 
yes to all of them, the attorney should 
take steps to determine whether FRS 
played a role in the client’s arrest. 

 
Is the defense misidentification? 

The first question an attorney 
should ask is whether there is a colorable 
misidentification defense. A feature of 
any criminal challenge to the use of FRS 
will be the argument that the software 
selected the wrong person. The defense 
can only make that argument if a 
misidentification defense is viable. 

If a misidentification defense is not 
possible, FRS may still have been used. 
However, those are not the FRS cases 
defense attorneys need to pinpoint. The 
goal is to find cases in which a challenge 
to FRS helps the lawyer craft an argu-
ment for innocence or suppression. And 
those are cases where the defense attor-
ney can argue that the software made a 
mistake that led to a false arrest or an 
arrest without probable cause.27 

Another way to frame this question 
is, “Was there a lag in time between the 
incident and the arrest?” A time gap is 
critical. If the client was apprehended at 
the scene of the crime, it is unlikely that 
FRS was a factor leading to the arrest. 
On the other hand, if the client was 
arrested days or weeks after the incident, 
it is possible that FRS played a role in the 
decision to arrest the client. 

Once an attorney is satisfied that a 
misidentification defense is available, 
she should consider the next factor. 

 
Is it unclear why the client  
was suspected of this crime? 

The second task is determining 
why the client was initially suspected 
of committing the crime. If the initial 
basis of suspicion is not obvious from 
the charging documents, it is possible 
that FRS played a role. 

The question the attorney should be 
asking is not about the sum total of the 
evidence — an FRS pairing could be 
made first, and additional evidence 
against the client could be collected 
after. Rather, the issue is, “What gave rise 
to the initial suspicion?” For example, if 
the client was identified by an eyewit-
ness, the attorney should be asking, 
“What led law enforcement to put the 

client in an identification procedure?” If 
the criminal activity was caught on sur-
veillance and the prosecution claims the 
surveillance shows the client, then the 
question becomes, “Who watched the 
surveillance and decided that the client 
was the person in the video?” If the 
police were actively looking for the client 
prior to his arrest, why? 

In many cases, the initial basis for 
suspicion will be obvious. If the defen-
dant was arrested because a 911 caller 
provided his address, for example, FRS 
most likely is not the reason the client 
was a suspect. If the client’s DNA or 
fingerprints were left at the scene, it is 
also unlikely that FRS was the source 
of the initial suspicion. In other cases, 
it will be less obvious how law enforce-
ment connected the criminal activity 
to the client, and those are the cases 
that attorneys should be looking for. 

If the reason the police initially 
suspected the client is not apparent to 
the attorney, she should move to the 
next factor. 

 
Is there a photo or  
video of the incident? 

A recording of a face is a prerequi-
site for the use of FRS. If there is no 
photo or video connected to the inci-
dent, then FRS was not used to devel-
op a suspect. 

Sometimes an attorney will know 
for certain that there is a recording. In 
other cases, an attorney may not know 
whether photo or video exists. 
Particularly in the early stages of a case, 
an attorney may be unsure whether 
video surveillance, cellphone recordings, 
or body camera footage exists. To the 
extent the attorney knows that there is a 
recording (and the above factors are 
present as well), the attorney also knows 
that there is a possibility FRS was used. 
Likewise, if the attorney is relatively cer-
tain that a recording was not produced 
in connection with an incident, she 
knows FRS was not a factor in the deci-
sion to arrest his client.  

Once the attorney has determined 
that photo or video connected to the 
incident does (or may) exist, she should 
move on to the last factor. 

 
Was there an identification  
by a stranger eyewitness? 

It is a well-established principle  
of law that when an eyewitness knows 
the defendant well, there is no preju-
dice to the defendant if the police hold 
a suggestive identification procedure.28 
The theory is that no amount of sug-
gestiveness would cause someone to 
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misidentify a good friend, for example. 
The same principle applies in FRS 
cases. If the defendant was identified 
by someone who knows him well, 
there is no credible argument available 
that FRS influenced that person to 
make a misidentification. 

Consequently, the final question that 
the attorney should be asking is,  
“How does the state intend to prove iden-
tity?” The cases the defense is interested in 
challenging are the ones where FRS was 
used by law enforcement because the 
identity of the perpetrator was initially a 
mystery. Typically, in these cases, the 
defendant will be identified at trial by a 
person who does not know him well. 

Sometimes that person is a civil-
ian. But sometimes that person will be 
a police officer. In a Florida case, an 
undercover officer took a cellphone 
picture during a drug sale. The officer 
sent the photo to be run through facial 
recognition software. Later the officer 
positively identified the suspect devel-
oped by the software in a single photo 
identification procedure.29 

Not every case includes a pretrial 
identification procedure. But the state 
does have to prove identity in every 
case. When considering this fourth fac-
tor, the attorney should consider 
whether there is a preexisting relation-
ship between the defendant and the 
person who will testify about the defen-
dant’s identity at trial. If there is not 
(and the other factors are present), it is 
possible that FRS played a role. 

If the answer to all these questions is 
“yes,” then the attorney should take steps 
to determine whether FRS played a role 
in the investigation. The first and sim-
plest action step an attorney can take is 
to call the prosecution and ask. If the 
defense attorney learns that law enforce-
ment used FRS, or alternatively, if the 
attorney cannot get an answer, she 
should file a discovery demand. And 
finally, if that is unsuccessful, the attor-
ney should file a motion to compel, 
specifically requesting information 
about the use or nonuse of FRS. 

If the answer to any of the above 
questions is “no,” it is improbable that 
the police used FRS, although it is pos-
sible. However, if it was used, it is 
unlikely it was used in a way that lends 
itself to a fruitful challenge in criminal 
court. Nevertheless, this is a new tech-
nology, and there may be future uses 
and challenges that are not currently 
foreseeable. Consequently, if the attor-
ney suspects FRS may have played a 
role, it is wise to take additional steps to 
confirm or deny that suspicion. 

Why Is Facial Recognition 
Difficult to Challenge? 

Once a defense attorney is confident 
that police used FRS, the next step is 
developing a plan to challenge it in court. 
That is not a straightforward task. FRS is 
difficult to challenge in the criminal con-
text for two primary reasons. First, there 
is no legal mechanism to contest the 
defendant’s presence in an identification 
procedure. Second, there is no legal 
mechanism to contest forensic practices 
that will not be introduced by either 
party at trial. Defense attorneys must 
contend with the fact that the current 
legal framework is ill equipped to handle 
the unique problems posed by FRS. It is 
only after an attorney understands and 
accepts these two complications that she 
can start to work around them. 

 
There is no legal mechanism to 
challenge the defendant’s presence 
in an identification procedure. 

Often FRS is used to select suspects 
for identification procedures. Those can 
be live lineups, photo lineups, or even 
single photo showups. If the software is 
working correctly, the suspect picked by 
the program should look very much like 
the true perpetrator (whether it is the 
true perpetrator or not). As a result, one 
would expect a reasonably high rate of 
human eyewitnesses confirming the 
software’s decisions. 

The initial instinct of many attor-
neys is to view this process as two sepa-
rate identification procedures — one by 
a machine and one by a human — and 
seek to suppress both. While the instinct 
is understandable, this is not a useful 
framework to start from. The identifica-
tion by the human eyewitness is evi-
dence that could potentially come in at 
trial. The selection by the software is not. 

Someday that will change. And 
when the day comes, defense attorneys 
should seek to suppress machine identi-
fications. But until then, arguing that 
FRS is making an identification does not 
benefit the defense because there is no 
evidence to move to suppress. 

Instead, defense attorneys must 
attack the identification by the human 
eyewitness. But that is a challenging task. 
A common (but misguided) strategy is 
to argue that the defendant should not 
have been placed in an identification 
procedure based on an FRS pairing. This 
argument has no legal merit. The police 
do not need probable cause to put a sus-
pect in an identification procedure. 
They do not need reasonable suspicion 
or any other quantum of evidence to be 

permitted to use a defendant’s likeness 
in an identification procedure.30 

The law (as it currently stands) per-
mits law enforcement to use any number 
of unreliable methods to select people 
for identification procedures. The police 
could rely on a psychic, take tips from 
unreliable informants, or pull photos 
out of mug shot books at random. All of 
those methods would pass constitution-
al muster because a defendant has no 
legal right to keep his likeness out of an 
identification procedure.31 The fact that 
FRS is widely considered too unreliable 
to be admitted as evidence in court does 
not give the defense an avenue to argue 
that suspects selected by FRS should not 
be put in identification procedures.32 

Any attack on FRS must take that 
principle into account. One argument 
that attorneys can make is this: the 
inclusion of a suspect selected by FRS 
unreasonably increased the chance of eye-
witness misidentification. Eyewitness are 
likely to positively identify machine-
selected look-alikes, regardless of 
whether they are the true perpetrator. 
Consequently, without indicia that FRS 
is scientifically reliable, the resulting eye-
witness identification should be sup-
pressed. That is not the only argument 
an attorney could advance. As long as 
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the attorney is cognizant of the fact that 
she cannot legally challenge her client’s 
presence in the identification procedure, 
there is room for creativity. 

 
There is no legal mechanism to 
challenge forensic practices that 
will not be introduced at trial.  

The second obstacle to contesting 
FRS is that there is no framework in 
place to contest the reliability of foren-
sics that neither party intends to intro-
duce at trial. Typically, when the 
defense disputes the validity of a 
forensic method, they ask for a 
Daubert, Frye, or similar state-specific 
hearing (depending on the jurisdic-
tion).33 At those hearings the prosecu-
tion bears the burden of showing that 
the forensic evidence is admissible. 
The standard for admissibility varies, 
but always includes some showing of 
scientific reliability. If the prosecution 
cannot meet its burden, the remedy is 
exclusion of the forensic evidence. 

That remedy is not available in 
FRS cases because prosecutors are not 
seeking to introduce FRS evidence in 
trials — yet. Consequently, if the 
defense requests a Daubert, Frye or 
similar hearing, the prosecution will 
likely respond that it does not intend 
to introduce FRS evidence at trial; and 

the court is likely to deny the request.34 
This will not be a problem forever. 

Eventually FRS technology will advance 
to a point where the state seeks to intro-
duce machine identifications in trials. 
When that happens, the time will be ripe 
to request Daubert and Frye hearings. 
Until then, however, attorneys must be 
cognizant of the fact that this technology 
operates in a way that shields it from tra-
ditional methods of judicial review. 

In order to challenge the underlying 
science, attorneys must be innovative. 
Likely this will require formulating a new 
type of hearing. One possible framing is 
this: eyewitnesses are likely to confirm 
the selections made by FRS because sus-
pects selected by FRS will always look 
like the true perpetrator. Without testing 
the scientific reliability of FRS, it is not 
possible to tell whether FRS increases the 
number of true positive identifications 
or simply closes out cases by increasing 
the number of false positives. This dan-
ger is even more acute when other fea-
tures of unreliability are present, such as 
a cross-racial identification. Therefore, 
the court should test the scientific relia-
bility of FRS at a hearing. If the court 
determines that the technology is unreli-
able, then the remedy would be the sup-
pression of the eyewitness identification 
(not exclusion of the forensic evidence). 

That is only one possible chal-
lenge. As long as attorneys accept that 
the current mechanisms for challeng-
ing forensic evidence are not available 
in the FRS context, there are many 
ways an attorney could seek to attack 
the reliability of the program. 

 

What Relief Should  
Defense Counsel Request? 

No method to oppose FRS guaran-
tees success in court. Courts have denied 
discovery requests,35 disagreed about 
what constitutes Brady material,36 and 
declined to grant suppression. In other 
cases, when courts have granted relief, 
the prosecution has moved to dismiss 
cases or extended new offers, so that the 
granted relief was never realized. 

While there is no comprehensive 
checklist of remedies that attorneys 
should seek (or ways to frame those 
requests), there are some forms of 
relief that attorneys should be request-
ing in every FRS case: discovery, Brady 
material, and suppression of identifica-
tions (related to FRS). 

 
Request discovery early and often. 

Attorneys should ask for two broad 
types of discovery in FRS cases: (1) dis-
covery related to the FRS search, and (2) 
discovery related to the FRS program. 
Figure 2 does not contain an exclusive 
list of information to request. The items 
listed are merely a jumping off point.  

 
Ask for discovery related to the FRS search. 

The first type of discovery that attor-
neys should seek is discovery related to 
the FRS search that was done in the case. 
Different FRS programs will produce dif-
ferent paperwork. However, when a 
search is run, all programs document the 
results. Remember, FRS always produces 
multiple candidate suspects as opposed 
to a single “match.” The software assigns 
a confidence score to each possible match 
candidate.37 Attorneys should request 
that information in its entirety. The list 
of candidates and confidence scores is 
not only discovery that should be turned 
over, but also arguably exculpatory mate-
rial (the next section of this article con-
tains suggestions for framing this request 
through the lens of Brady). 

Attorneys should also request dis-
closure of any editing that was done to 
the probe photo. It is common for FRS 
programs to use a process called nor-
malization to electronically alter faces 
in order to achieve better results.38 
Sometimes this is done by reorienting 
faces so that they are front-facing or 
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changing contrast. Law enforcement 
also has the ability to manually alter 
probe photos, sometimes making 
minor changes, and sometimes making 
extreme changes. Any changes made to 
the probe photo could have made the 
software’s output less reliable, so it is 
critical that attorneys ask for changes 
made by the software and manual 
changes made by law enforcement. 

Finally, attorneys should inquire 
into whether more than one probe 
photo was run through FRS. Particularly 
when the probe photo is a still shot from 
a video capture, there is no reason to 
believe that law enforcement is only 
inputting a single image. If law enforce-
ment officers put more than one image 
through FRS, it raises these questions: 
What were the results of the other FRS 
runs? Did the software return different 
results? If so, an attorney could poten-
tially incorporate that information into 
a misidentification defense. There may 
be cases where it is part of the defense 
strategy to introduce FRS results at trial 
even though the prosecution will not. 
Attorneys will only be able to make that 
call, however, if they have discovery. 

 
Seek discovery related to the FRS program. 

The other type of discovery that 
attorneys should be seeking is infor-
mation about how FRS functions. In 
order to expose problems with FRS, 
attorneys need more complete infor-
mation about how the software works.  

In that vein, the defense should 
request broad disclosure. At the same 
time, attorneys should anticipate that 
they will not get everything they 
request. For example, the name of the 
program and the user manual are 
things that law enforcement almost 
certainly has, and could turn over. On 
the other hand, it is doubtful that law 
enforcement has access to FRS algo-
rithms. The manufacturers will almost 
certainly fight requests to share their 
intellectual property, and judges may 
find that the algorithms are propri-
etary information to which the defense 
is not entitled.39 The “trade secrets” 
barrier has prevented defense attor-
neys from getting access to algorithms 
for a variety of forensic software pro-
grams, most notably DNA software.40 
Some attorneys have argued that the 
Sixth Amendment right to confront 
one’s accuser mandates disclosure of 
the program’s algorithm to the 
defense. That argument has had limit-
ed success with DNA software.41 It 
remains to be seen whether it will have 
better results in the FRS context.  

The best course of action is to 
request broad disclosure, but also pre-
pare a more limited discovery demand 
should the broad request be denied. If 
the court finds that the defense is not 
entitled to data that contains trade 
secrets, the defense can use that distinc-
tion to argue that the opposite is also 
true: the defense is entitled to program 
data that does not contain trade secrets 
(like error rates and validation studies). 

 
File Brady demands in every case. 

In Brady v. Maryland the U.S. 
Supreme Court held that prosecutors 
must disclose evidence to the defense if it 
is exculpatory and material.42 Two pieces 
of discovery in FRS cases arguably fall into 
this category: (1) the list of other possible 
match candidates, and (2) rankings 
assigned to those suspects (called confi-
dence scores). Attorneys can strengthen 
their discovery requests by framing this 
portion of the request as a Brady demand. 

One tactic attorneys can use to per-
suade courts that candidate lists and con-
fidence scores are Brady material is to 
draw analogies between FRS and human 
eyewitnesses. Imagine this scenario: 

 
An eyewitness viewing a lineup 
points to the defendant and a 
filler and says, “It was one of 
these two people.”  
 
If a human identified two people 

as the possible perpetrator, the prose-
cution would (most likely) be obligat-
ed to disclose that information.43 The 
analogy to be drawn is that FRS is 
doing essentially that — identifying 
multiple people. If it is Brady informa-
tion when a human identifies multiple 
suspects, it should be Brady informa-
tion when a machine does.  

Next, imagine this scenario: 
 
An eyewitness viewing a photo 
pack selects the defendant and 
says, “I think that was the per-
son I saw, but I can’t be sure. It 
could be someone else.”  
 
The prosecution would (most likely) 

have to disclose the eyewitness’s state-
ment about the lack of certainty to the 
defense.44 This is analogous to FRS confi-
dence scores. The software tells law 
enforcement in every case that it is uncer-
tain that the defendant is the perpetrator. 
The software even assigns a value to that 
uncertainty. If the lack of certainty is 
exculpatory when it comes from a human 
eyewitness, the same should be true when 
it comes from a machine. 

Lawyers for the prosecution may 
argue that they are under no obligation 
to disclose the results of the FRS search 
because they do not intend to introduce 
them at trial. However, while Brady is 
applied in a famously inconsistent man-
ner, most jurisdictions mandate disclo-
sure of exculpatory information that 
could lead to admissible evidence (even if 
the exculpatory information is not 
admissible in its current form).45 

When writing a Brady demand, keep 
in mind that while there is precious little 
case law about FRS, there is a wealth of case 
law about disclosure obligations in the eye-
witness identification context. Analogizing 
the two provides a road map for making 
arguments about discovery in FRS cases. 

 
Move to suppress  
identification testimony. 

The most elusive (but most useful) 
remedy an attorney can ask for in an 
FRS case is suppression of an eyewitness 
identification. Remember, in the com-
mon FRS case the identification comes 
about this way: the defendant is selected 
by FRS, put in an identification proce-
dure, and then identified by an eyewit-
ness. Attorneys should be crafting argu-
ments to suppress those identifications 
— but that takes creativity. 
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Trial courts have a mandate to limit 
the admission of misidentifications.46 
Trial courts typically follow that direc-
tive by holding pretrial hearings to eval-
uate the suggestiveness of an identifica-
tion procedure.47 If a trial court finds 
that law enforcement held an identifica-
tion procedure that was so unnecessarily 
suggestive that an irreparable likelihood 
of misidentification exists, the identifi-
cation cannot come in at trial.48 
Typically, when courts make such a find-
ing, it is because law enforcement sug-
gested to the eyewitness whom to pick. 

In the case of FRS, the concern over 
misidentification is not related to law 
enforcement sending (intentional or 
unintentional) signals to the eyewitness. 
Rather, the concern is that FRS selects 
suspects based solely on the single factor 
most likely to result in a positive identifi-
cation — facial features that are similar to 
the perpetrator’s. As a result, FRS is likely 
to increase all positive identifications, 
both true positives and false positives. 

Typical suppression arguments are 
(usually) ill fitted to address the risk of 
misidentifications resulting from the use 
of FRS. Luckily, courts have broad dis-
cretion to rule on the admissibility of 
evidence pretrial. So attorneys can put 
forth a different argument. One possible 
argument is this: the eyewitness identifi-
cation of a suspect selected by FRS 
should be suppressed if the software 
cannot be shown to meet accepted scien-
tific standards of reliability. 

Before delving more deeply into 
that line of reasoning, it is important to 
note that there is one set of circum-
stances in which FRS does increase tra-
ditional suggestiveness: cases where the 
eyewitness knows that a suspect in the 
identification procedure was selected by 
FRS. That information is suggestive, and 
in that scenario, attorneys can incorpo-
rate traditional suggestiveness argu-
ments into the suppression litigation 
they are already doing. 

Ideas for structuring arguments 
about suggestiveness when the eyewit-
ness is aware that FRS was used, and 
ideas for putting forth arguments that 
FRS increases the risk of misidentifica-
tions, are laid out more fully below. 

 
Asking an eyewitness to identify a  
suspect the eyewitness knows was  
previously selected by FRS is suggestive. 

Some eyewitnesses will know that a 
suspect they are being shown was select-
ed by facial recognition. The knowledge 
that FRS was involved in the investiga-
tion may give an eyewitness a false belief 
that the true perpetrator must be present 

in the procedure. While that implication 
has rarely been found to be impermissi-
bly suggestive in isolation, in combina-
tion with other suggestive factors, courts 
have suppressed identifications.49  

When the eyewitness is a police offi-
cer, the officer will often know if FRS 
was used. A compounding problem in 
FRS cases with police eyewitnesses is 
that single photo identifications are 
more common. Single photo identifica-
tion procedures are widely considered 
suggestive.50 In combination there is a 
nontrivial risk that an eyewitness will 
echo the software’s decision even if it 
conflicts with his own memory. 

Sometimes civilian eyewitnesses 
will also be aware that law enforce-
ment used FRS. Police may inadver-
tently mention it. Improper influence 
can be just as easily generated by slop-
py behaviors as intentionally sugges-
tive ones. In a case in New York, a 
police officer collecting surveillance 
told an eyewitness that he planned to 
run the video through FRS. A few days 
later the officer held a single photo 
identification with the civilian.51 It 
may not have occurred to the officer 
that discussing FRS had the potential 
to improperly influence the later iden-
tification procedure. Regardless, it did. 

Where possible, send investigators 
to talk to eyewitnesses and inquire about 
what information they had in FRS cases 
prior to the identification procedure. 
When the eyewitness is a police officer, 
attorneys should assume that the officer 
eyewitness knew if FRS was used. If the 
eyewitness was aware that police used 
FRS (prior to selecting the defendant), 
the defense should argue that the proce-
dure was unreasonably suggestive. 

 
Absent a showing of scientific reliability,  
the increased risk of misidentification  
from the use of FRS is unreasonably high. 

Fear about misidentifications led 
the Supreme Court to create an exclu-
sionary rule for suggestive identifica-
tions.52 The animating concern in this 
area is not fairness; it is innocence.53 
For example, there is no blanket prohi-
bition on suggestive identification pro-
cedures, just those that are so sugges-
tive that there is irreparable risk of 
misidentification.54 Plainly, the issue 
that the court is regulating is limiting 
the admission of misidentifications. 

Theoretically, it is possible to have 
an identification procedure that, with-
out being suggestive, is likely to cause 
misidentifications. If the risk of 
misidentification is unacceptably high, 
the courts should still suppress identifi-

cation testimony — even absent sugges-
tiveness. There is an argument that facial 
recognition does just that: increases the 
likelihood of misidentification, but 
evades judicial review because it is not 
traditionally “suggestive.” 

Why? Stranger eyewitnesses are 
unlikely to be good at distinguishing 
between the true perpetrator and a look-
alike. It stands to reason that FRS 
increases the rate of all positive identifi-
cations — both false positives and true 
positives. How much the look-alike 
problem increases the risk of misidenti-
fication depends on how often the soft-
ware selects the wrong person. 

In order to determine whether 
using FRS increases the risk of misiden-
tification, the court would need to test 
the scientific validity of FRS at a hearing. 
At the end of the hearing, if the court 
found FRS to be scientifically reliable, 
then the eyewitness identification 
should be admitted. In that scenario 
there is no reason for the court to fear 
that FRS is likely to increase the risk of 
misidentification. On the other hand, 
the outcome of the hearing might be 
that FRS is unreliable. If FRS frequently 
selects look-alikes instead of the true 
perpetrator, then a real danger of 
misidentification exists in presenting 
those look-alikes to human eyewitnesses 
for identification. In that scenario, the 
remedy the defense should seek is sup-
pression of the eyewitness identification 
because the risk of misidentification is 
so great. 

The shape of this argument is a bit 
unorthodox. However, because of the 
unique challenges presented by FRS, any 
argument for suppression will have to 
be. One way to make the request for sup-
pression more accessible is to analogize 
FRS to other forensic practices. For 
example, in many jurisdictions identifi-
cations by witnesses who have had their 
recollections “enhanced” using hypnosis 
are inadmissible.55 This is an example of 
a forensic practice that is so likely to 
increase misidentifications that eyewit-
nesses who are exposed to it may not 
give identification testimony, even if the 
prosecution does not seek to admit evi-
dence about the forensic practice. The 
argument that attorneys should advance 
in FRS cases is parallel — that a forensic 
method used prior to the identification 
procedure rendered the identification 
unreliable (and hopefully inadmissible). 

 

What Is the Takeaway? 

FRS is a new frontier in criminal 
courts. The legal protections that exist 
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to prevent defendants from being 
prosecuted through bad forensics and 
unreliable identifications are ill suited 
to address FRS. The defense bar has a 
responsibility to understand why tra-
ditional legal mechanisms will not 
work in this context and press the law 
to keep pace with the changing tech-
nology. Asking for novel remedies can 
feel daunting. However, every suppres-
sion remedy that is available only 
exists because some defense lawyer was 
the first to ask for it. 

© 2019, National Association of 
Criminal Defense Lawyers. All rights 
reserved. 
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